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Abstract
The development and use cases of an open-source filter for DREAM.3D that instantiates synthetic, grain-resolved, open-cell
metal foam volumes are presented. The new capability allows for both synthetic-grain overlay of X-ray computed tomography
data as well as fully synthetic foam geometry and grains. For the latter, a novel technique using Euclidean distances instantiates
the 3D open-cell foammorphology, enabling user control of pore size, strut cross-section shape, and strut thickness variability. By
integrating this approach into the DREAM.3D architecture, the entire DREAM.3D suite of filters is immediately available; thus,
enabling both user control and quantification of grain size, shape, and crystallographic orientation statistics (among other metrics)
as well as meshing algorithms to enable subsequent numerical analysis.
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Introduction

Open-cell metal foams—including stochastic foams and lattice
structures—are structural-material systems comprised of inter-
connected ligaments (referred to herein as struts) forming a
hierarchical structure that includes the scales of the sub-strut
(e.g., grain structure), strut, cell, and bulk foam. The reported
relative density (or equivalently, volume fraction) of open-cell
metal foams can range from 1% upwards to approximately
40%, depending upon the manufacturing technique used to
produce the foam [1]. Due to their open-cell porous structure
and ultra-low density, these structural materials have been used
in a wide variety of multi-functional applications [2–4]. For
example, in addition to serving as light-weight, load-bearing
structures, open-cell metal foams can serve concurrently as
electrodes for energy-storage devices [5], as hosts for newly
generated bone and blood vessels in biomedical implants
[6–8], or as impact absorbers and noise insulators for advanced
high-speed ground transportation [4], to name a few.

There have been many efforts in the literature to model
open-cell metal foams to enable prediction of their mechanical
(e.g., [9, 10]) and thermal-fluid (e.g., [11–13]) properties.
Techniques for generating 3D models of open-cell metal
foams can be classified into two general categories: (1) con-
version of real data from, e.g., X-ray computed tomography
(“CT”) measurements [9, 14–20] and (2) generation of syn-
thetic foams to represent both periodic unit-cell structures and
stochastic foams. In the second case, the most common geom-
etries used in modeling periodic unit-cell foams are the
tetrakaidecahedron (or Kelvin’s cell, e.g., [10]) and the
Weaire-Phelan cell [21], which have been compared quantita-
tively to the geometrical features in stochastic foams [22]. To
model stochastic foams, researchers have implemented a va-
riety of techniques, including the application of Voronoi tes-
sellations [12, 23] and spherical packing followed by Voronoi
decomposition [24], which have resulted in very realistic foam
structures. Surface evolver [25] is a software that can be used
to generate realistic foam structures based on energy minimi-
zation reminiscent of the foaming process and has been used
by a number of researchers to generate stochastic-foam
models [13, 26, 27]. A relatively recent software, called
GeoDict, has a FoamGeo module that allows for generation
of both periodic unit-cell and stochastic foam structures and
has been used by a number of researchers (e.g., [28]).

Despite the growing interest in modeling open-cell metal
foams, all of the modeling efforts described above have re-
solved the foams to the cell level, treating each strut as a
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material continuum. In fact, to the authors’ knowledge, there
have been no modeling efforts of open-cell metal foams that
incorporate grain structure. Nonetheless, some experimental
studies have suggested that grain structure could play an im-
portant role in determining the mechanical response of open-
cell foams. For example, work by Goussery et al. [29] found
that the yield strength of non-oxidized samples of open-cell,
hollow-strut nickel foam decreased with increasing grain size
up to the thickness of the strut wall. Additionally, Plumb et al.
[30] recently mapped the 3D grain structure of open-cell alu-
minum foam and found that grain sizes were on the order of
the size of the strut, suggesting that size effects due to grain
structure could influence mechanical response of the foams.

In light of the above motivation, the aim of this paper is to
describe a recent software development that enables genera-
tion of realistic open-cell foam models that are resolved to the
scale of individual grains. The new capability has been imple-
mented as a filter within the widely used, open-source soft-
ware DREAM.3D [31]. Whereas, DREAM.3D conventional-
ly enables instantiation of fully-dense, multi-phase material
microstructures, the new filter now enables instantiation of
open-cell polycrystalline foams. The foam geometry at the cell
level can either be fully synthetic or based on CT data (on
which grain structure is overlaid). The filter (and by extension,
DREAM.3D) allows user control over pore size, strut cross-
section shape, strut thickness and thickness variability, grain
size, and crystallographic texture, among other attributes. The
filter provides a new and powerful tool to investigate perfor-
mance of open-cell polycrystalline foams by accounting for
the hierarchical structure of the foam down to the grain scale.

Methods

A filter for DREAM.3D has been developed to instantiate the
open-cell foam models in this study [31]. There are two dis-
tinct routes by which the grain-resolved open-cell foam struc-
ture can be instantiated: (1) Grain Overlay of CT Data and (2)
Fully Synthetic Foam Volumes. These are both detailed
below.

Grain Overlay of X-Ray Computed Tomography Data

For this approach, CT data are input into DREAM.3D and a
synthetic grain structure is overlaid; thus, producing a grain-
resolved open-cell foammodel. To demonstrate, a text file of a
CT scan from previous experimental measurements by Plumb
et al. [30] is used here (FoamVoxel.txt). The reader is referred
to [30] for details regarding acquisition of the experimental
CT data. The nominal domain size is 2003 voxels with a res-
olution of 0.0258, 0.02745, and 0.02355 mm in x, y, and z,
respectively. The high-level workflow for the grain overlay of
CT data in DREAM.3D is:

1. Read in CT data “mask”
2. Generate grain goal statistics
3. Pack grains and apply the mask
4. Calculate output statistics (e.g., grain size, shape, etc.)
5. Output structure and statistics

Fully Synthetic Foam Volumes

For this approach, input statistics are generated for both pore
and grain phase in DREAM.3D. The main difference here is
that input statistics are generated to define and instantiate the
foam morphology, as opposed to that information being pro-
vided via input of CT data in the previously described ap-
proach. The high-level workflow for the fully synthetic foam
volumes in DREAM.3D is:

1. Generate pore and grain goal statistics
2. Establish foammorphology (based on pore goal statistics)
3. Pack grains and apply the foam morphology “mask”
4. Calculate output statistics (e.g., grain size, shape, etc.)
5. Output structure and statistics

Euclidean Distance Maps to Generate Foam
Morphology

For Step 2 in the above Fully Synthetic Foam Volume
DREAM.3D workflow (i.e., establish foam morphology), a
novel technique is used that leverages Euclidean distances.
Three different Euclidean distances are calculated in
DREAM.3D:

1. Boundary Euclidean distance: each voxel’s distance to its
nearest boundary

2. Triple Line Euclidean distance: each voxel’s distance to
its nearest triple line

3. Quadruple Point Euclidean distance: each voxel’s dis-
tance to its nearest quadruple point (or higher coordina-
tion point)

In this case, boundaries, triple lines, and quad points are in
terms of pores (e.g., a triple line is the intersection of three
pores).

Figure 11 shows the three aspects of open-cell, grain-re-
solved, metal foammorphology represented by Euclidean dis-
tances, or quantities thereof. Note the series of images in Fig. 1
is for demonstrative purposes only. The various user inputs to
produce the structure are not detailed. Figure 1a is a generic
single-phase polycrystal instantiated with DREAM.3D.
Figure 1b is the same as Fig. 1a, but with a Triple Line

1 All DREAM.3D instantiation images in this paper were taken in ParaView.
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Euclidean distance threshold applied. The dilated triple line
network, as defined by the threshold, effectively becomes the
open-cell strut network.

There are two characteristics of open-cell foam morpholo-
gy that Euclidean distances capture in this work. The first is
strut-thickness variability, i.e., that struts tend to be thicker
towards the node and thinner towards strut midpoint away
from the node. This is captured in the below equation for
Strut Thickness Variability Factor, which is the product of
Triple Line Euclidean distance and Quadruple Point
Euclidean distance. With this factor, more voxels will satisfy
a given strut thickness variability factor threshold near the
quadruple point, i.e., strut network node; thus, being repre-
sented as thicker. Concurrently, voxels further away from the
node, yet remaining relatively close to the triple line, will also
satisfy the threshold. The result is the characteristic concave
isosurface (i.e., gravity well-type surface) moving away from
(or towards) the nodes, as shown in Fig. 1c.

The second characteristic of open-cell foams captured via
Euclidean distances is the strut cross section shape, i.e., that strut
cross section shape ranges from near-circular, to a circular trian-
gle or Reuleaux triangle (i.e., a triangle with convex edges), to a
pseudotriangle (i.e., a triangle with concave edges). This shape is

determined by the relative density and pores per unit volume
[32]. This morphology emerges from the interaction/surface en-
ergy of the pores with each other. This surface shape is captured,
in part,2 in the below equation for Strut Cross Section Shape
Factor, which is the product of Triple Line Euclidean distance
and Boundary Euclidean distance. With this factor, for voxels
along a given triple line, i.e., strut, those closer to a boundary
(i.e., interface between two pores) will satisfy the criterion as
opposed to other voxels at the same distance from a triple line
but further away from a pore interface. The result is shown in
Fig. 1d. The aforementioned characteristic triangle variations de-
pend on the threshold that is set.

Figure 2 shows a pseudocode for implementation of the es-
tablish foam morphology filter in DREAM.3D. Note that the
minimum Triple Line Euclidean distance is included so that the
struts are enforced to remain connected. This overrides the other
user inputs in the filter. Also note that all factors are effectively
applied simultaneously in a compound conditional. The reader is
referred to the DREAM.3D documentation for additional

Fig. 1 a Generic single-phase
polycrystal instantiated using
DREAM.3D b Instantiation
a with a Triple Line Euclidean
Distance Threshold = 1.5 scaled
units c Instantiation a with a Strut
Thickness Variability Factor
threshold = 2 scaled units2.
d Threshold instantiation c with a
Strut Cross-section Shape Factor
threshold = 1.5 scaled units2.
Note that the DREAM.3D-
instantiated structure was scaled
such that the voxels do not
directly correspond to the
thresholds

2 The Strut Cross Section Shape Factor only functions as the (set theory)
intersection (i.e., ∩) with the Strut Thickness Variability Factor. The Strut
Thickness Variability Factor functions independently.
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information regarding the “Find Euclidean Distance Map” and
“Establish Foam Morphology” filters and their usage.

Strut thickness variability factor ¼ dTLdQP; and;
Strut Cross section shape factor ¼ dTLdB;where;
dTL ¼ Triple Line Euclidean Distance;
dQP ¼ Quadruple Point Euclidean Distance; and;
dB ¼ Boundary Euclidean Distance

Results

CT with Grain Overlay

This section presents the CT data, as described in the
“Methods” section, in two variations: (1) overlay with a rela-
tively large grain size and (2) overlay with a relatively small
grain size. While the example presented here relies on CT data
to establish the foam morphology, it is emphasized that the
actual source of the foam morphology used in the grain-
overlay approach is not limited to CT-derived data. For exam-
ple, a user could generate a foam structure using another meth-
odology (e.g., GeoDict/FoamGeo or Surface Evolver) and,
provided the data can be expressed in an analogous format,
overlay a synthetic grain structure.

Larger Grain Size

The procedure for generating the structure shown in Fig. 3 is
detailed in the “Grain Overlay of X-Ray Computed
Tomography Data” Section. The DREAM.3D pipeline file used
to instantiate the model shown in Fig. 3 is “CT_large_grains_1-
25-19.json” and has been provided. The relevant input parameter
that controls grain size is the lognormal mean grain size. This
parameter was set to 0.1, which corresponds to an equivalent-
sphere-diameter grain size of approximately 1.105. The resulting
instantiation has 119 grains.

Smaller Grain Size

The procedure for generating the structure shown in Fig. 4 is
the same as the larger grain size instantiation. The
DREAM.3D pipeline file used to instantiate the model shown
in Fig. 4 is “CT_small_grains_1-28-19.json” and has been
provided. The lognormal mean, as with the larger grain size
instantiation, was set to 0.1. However, the resolution in x, y,
and z were all 4 times multiplied resulting in 0.1032, 0.1098,
and 0.0942 “scaled mm,” respectively.3 This effectively de-
creased the average grain volume by 43 (i.e, 64 times). The
resulting instantiation has 2067 grains.

Comparison of Grain Size Instantiations with Goal
Statistics

Looking at how well the goal grain size was met, it must be
considered that the vast majority of grains are surface grains,
i.e., in some degree of contact with the foam boundary. Thus, it
was not expected that the actual grain size distribution would be
representative of the goal grain size distribution. In fact, all 119
grains in the smaller grain size instantiation and all but five of the
2067 grains in the larger grain size instantiation are surface
grains; therefore, almost every grain is biased to varying degrees.
Given the morphology of open-celled foams versus fully-dense
polycrystals (i.e., significantly higher surface-area-to-volume ra-
tio), a reasonable workaround with a fully-dense polycrystal (i.e.,
remove the biased [33] and/or surface grains from the analysis or
use periodic boundary conditions) is not an option. However, one
way to account for the bias would be to shift the input grain size
mean (and potentially standard deviation) in StatsGenerator.

Fig. 2 Pseudocode for the establish foam morphology filter implemented in DREAM.3D

3 Note that the use of “Change Scaling of Volume” is only needed because the
native CT scan resolution was small such that the minimum of a lognormal
mean did not allow to make the grain size smaller through a more straightfor-
ward route. As a workaround, the scaling was defined as ¼ the native scan
resolution; the grains are then packed, and the resolution is subsequently
changed to the native CT scan resolution. In similar studies with larger scan
resolution, the user should simply change the mean in StatsGenerator.
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Another potential way to deal with the bias would be to apply a
minimum grain size threshold after the structure is instantiated.

To further analyze the degree of shift in actual versus goal
grain size and also examine grain shape, Fig. 5 shows a lognor-
mal probability plot of sphere-equivalent grain sizes and
ellipsoid-fit major semi-axis lengths for the smaller and larger
grain instantiations. The larger grain size instantiation distribution
shows heavy lower tail departure, i.e., there aremore small grains
than what a lognormal distribution would predict. All distribu-
tions show a light upper tail departure, i.e., there are fewer large
grains than what a lognormal distribution would predict. The
larger grain size instantiation major semi-axis lengths are consis-
tently larger than the larger grain size instantiation equivalent
diameters throughout the distribution and both distributions ex-
hibit a similar probability plot shape. The smaller grain size in-
stantiation exhibits an opposite trend, with the major semi-axis
lengths smaller than the equivalent diameters, especially in the
mean field and increasingly more so in the upper tail of the

distribution. This result is perhaps not as intuitive; however, the
ellipsoid-fit for smaller grain sizesmay be not as representative as
for larger sizes as individual voxel geometry (i.e., corners and
edges), will more heavily influence the ellipsoid-fit. Just as with
the smaller grain size instantiation, both the major semi-axis
length and equivalent diameter probability plot exhibit a similar
shape. For reference, the goal equivalent grain size distribution
should be a monodisperse distribution around 1.105. A “goal
grain” is an ellipsoid, generated from the lognormal input statis-
tics, used in the packing algorithm in the DREAM.3D Pack
Primary Phases Filter. More information on the packing algo-
rithm is available in Tucker et al. [34]. Equivalent sphere diam-
eter is used primarily as a measure of volume in this work.
However, further quantifying shape beyond ellipsoid-fit aspect
ratio and major semi-axis length may be useful for further stud-
ies. Metrics such as degree of biasing (i.e., percent of voxels that
touch the surface), surface area to volume ratio, and roughness
(tightest fitting convex hull over area) may be considered.

A selection of statistics for the smaller and larger grain size
instantiations are shown in Table 1. Further grain distribution
attributes (e.g., shape and neighborhood) may also be calcu-
lated in DREAM.3D if those attributes are determined to be
important for subsequent studies (e.g., numerical simulation).

The authors note that the grain-packing algorithm is indepen-
dent of the morphology of the foam. The implication is that the
current framework cannot capture grain-size variation induced
by geometrical constraints imposed during the solidification pro-
cess, as an example. A non-trivial extension to the current frame-
work would be to include a more physics-driven grain-growth

Fig. 4 DREAM.3D Instantiation of CT data with “smaller” grain size
synthetic overlay. The grains are colored by arbitrary identification
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Fig. 5 Lognormal probability plot of equivalent diameter and major
semi-axis length for the larger grain size instantiation (blue) and smaller
grain size instantiation (gray) with the same open-cell foam morphology
instantiation. Due to the 4 times scaling applied to the voxel sizes (as
described in the text), the smaller grain size instantiation grain sizes were
multiplied by 4 to equate the scaling between the two instantiations

Fig. 3 DREAM.3D instantiation of CT data with “larger” grain synthetic
overlay. The grains are colored by arbitrary identification
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model that accounts for the foam morphology, which is beyond
the scope of the current work.

Fully Synthetic

This section presents the instantiation results of fully synthetic,
grain-resolved, open-cell foam, as described in the “Methods”
Section, and demonstrates user control of four features: (1) pore
size, (2) strut thickness variability, (3) strut cross-section shape,
and (4) pore aspect ratio. The procedure for generating the struc-
tures shown in this section are detailed in the “Fully Synthetic
Foam Volumes” and “Euclidean Distance Maps to Generate
Foam Morphology” Sections. Note that all synthetic structures
in this study are generated with a random crystallographic tex-
ture. Additionally, arbitrary units are used for the fully synthetic
cases. These units may be defined and scaled however the user
chooses, to suit specific needs. Similar to the case of CT foam
with grain overlay, the grain-packing algorithm is independent of
the foammorphology in the fully synthetic case, and future work
could consider a coupled, physics-driven, grain-growth model.

Pore Size

The DREAM.3D pipeline file used to instantiate the model
shown in Fig. 6a4 is “small_pore_1–29-19.json” and the pipeline
file used to instantiate the model shown in Fig. 6b is
“large_pore_1-29-19.” Both of these files have been provided.
The relevant input parameter that controls pore size is the log-
normal mean grain size for the pore phase in the StatsGenerator
Filter. In the current implementation, the pores are defined as a
precipitate phase in DREAM.3D, as it was the phase type that
most closely satisfied the needs in the establish foammorphology
filter. Future DREAM.3D versions could add a new phase type.
This parameter was set to 4.50 and 4.75 for the small and large
pore cases, respectively. The goal average equivalent-sphere di-
ameter was approximately 90 and 116 units for the small and
large pore case, respectively. The resulting instantiations have a
mean sphere equivalent diameter pore size of 79 and 105 for the
small and large pore case, respectively, with no surface or biased
pores removed.5 The purpose of this study was not to match the
actual and goal statistics, but rather to illustrate that the pore size
can be controlled in DREAM.3D.

Strut Thickness Variability

Figure 7a was run with the same input parameters as Fig. 6a,
except the strut thickness variability factor was set to 100 instead
of 250. The pipeline to generate the volumewith a strut thickness
variability factor of 100 is “low_variability_strut_1-30-19.json”

4 The ParaView clip utility is used to take an interior subset volume, because if
non-periodic boundary conditions are used, then the Euclidean distances do
not produce representative morphology near the domain boundary.
5 Anecdotally, a good way to determine the Strut Thickness Variability Factor
and Strut Cross Section Shape Factor is to set the “StatsGenerator” parameters
and “Initialize Synthetic Volume” parameters, then run the pipeline with the
defaults in “Establish Foam Morpholoy.” Open the result in ParaView, then
use the calculator utility to calculate Strut Thickness Variability Factor and
Strut Cross Section Shape Factor (equations provided in the Euclidean
Distance Maps to Generate Foam Morphology Section). Then use the
Threshold Utility to determine what threshold satisfies the requirement, and
use those thresholds as inputs in “Establish Foam Morphology.”

Table 1 Selected statistics for the smaller and larger grain size
instantiations

Instantiation Larger grain
size

Smaller grain
size

Number of grains 119 2067

Number of surface grains 119 2062

Actual mean grain size equivalent sphere
diameter

0.433 mm 0.160 mm

Goal mean grain size equivalent sphere
diameter

1.104 mm 0.276 mm

Fig. 6 DREAM.3D instantiations of fully-synthetic open-cell foam
volumes with a smaller pores (lognormal mean = 4.5) and relative
density of 31.2% and b larger pores (lognormal mean = 4.75) and
relative density of 17.4%. The colors are mapped using inverse pole
figure coloring with reference direction [001]. Refer to the DREAM.3D
User Manual “Generate IPF Colors” page for more information
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and is provided. Figure 7 series was produced by holding the
strut thickness variability factor constant and changing the min-
imum strut thickness user input parameter (see Fig. 2). Figure 7b
is the same instantiation as Fig. 7a except the added voxels from
the minimum strut thickness threshold are colored black. The
pipeline to generate the volume with a strut thickness variability
factor of 100 and a minimum strut thickness of 8 is
“low_variability_strut_1–30-19.json” and is provided. Different
results may be obtained by holding the minimum strut thickness
constant while varying the strut thickness variability factor, or
even varying both.

Strut Cross-Section Shape

Figure 8 was instantiated with the same inputs as Fig. 6a, except
the domain is 4003 voxels and the scale is 0.4 in x, y, and z as
opposed to a 3003 voxel domain with an x, y, and z scale of 1.0.
The increase in domain size coupled with the decrease in

resolution was to further resolve the strut to more clearly show
the cross-section shapes. Also, Fig. 7 is not showing the instan-
tiation in its final form, but rather with the minimum triple line
Euclidean distance threshold of 14 (similar to Fig. 1b). The min-
imum strut thickness threshold was 14 as opposed to 1, and the
strut thickness variability and strut cross section shape factors
were not enforced. Note that the instantiation shown in Fig. 8
is scaled differently than in Fig. 6a, so the thresholds are not a
one-to-one comparison. The color map in Fig. 8b is scaled to
embellish a low density foam (blue), medium density foam
(blue+light blue), and a high density foam (entire cross section).
Thus, given this input parameter set, enforcing a strut cross sec-
tion shape factor in the range of 30, 80, and 150 would result in a
low, medium, and high density foam cross section shape, respec-
tively. For comparison, opticalmicrographs showing the variabil-
ity in strut cross-section shapes of physical samples of open-cell
aluminum foams are provided in Fig. 9. As indicated by the color
gradation in Fig. 8b, the strut cross section shape factor enables a
range of strut cross-section shapes that are consistent with those
observed in real open-cell metal foams.

Fig. 7 DREAM.3D instantiation of a higher variability strut thickness
open-cell foam with relative density of 11.8% and b lower variability
strut thickness open-cell foam with relative density of 16.6%. The
colors are mapped using inverse pole figure coloring with reference
direction [001]. Refer to the DREAM.3D User Manual “Generate IPF
Colors” page for more information. Both a and b are from the same
instantiation, but the black cells in b are the result of a minimum strut
thickness threshold of 8

Fig. 8 DREAM.3D instantiation of a an open-cell foam with a minimum
strut thickness threshold of 14 (scaled) with a cross section region of
interest annotated with yellow markings b exposed slice from a colored
by strut cross section shape factor
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Pore Aspect Ratio and Axis Orientation

It is common for real foam structures to exhibit some degree
of preferential directionality leading to football-shaped cells.
This feature can be captured by enforcing an aspect ratio in the
DREAM.3D StatsGenerator Filter. A straightforward way to
accomplish this is to use the Rolled Preset Statistical Model in
Stats Generator. In Fig. 10, the rolled preset statistical model
was used with an “A Axis Length” = 3.0. The “B Axis
Length” and “C Axis Length” remain set to 1.0. The pipeline
to generate the volume with a 3:1:1 goal aspect ratio is
“pore_axis_1–30-19.json” and is provided. The result mean
aspect ratio was 2.2:1.3:1; however, as can be seen from
Fig. 10, the elongated pore axis is being cut off from the small
domain size.6 A larger domain would likely produce a result
closer to the goal aspect ratio.

Accessibility and Required Computational
Environment

A custom-built precompiled DREAM.3D version (DREAM3D-
6.3.328.7b6444277-Win64)was used for this work, and a zip file
is provided. The precompiled binary is compatible with
Windows 64-bit systems. Users interact with the DREAM.3D
graphical user interface (GUI) through a pipeline framework; i.e.,
filters that perform different tasks are layered in a sequential
order, with each filter/task being executed in that order. The
pipelines that produced many of the results in this study are cited
and provided. The output files are not provided, as the
DREAM.3D pipeline files will reproduce them (note, however,
that some DREAM.3D filters that involve inherent randomness
will not produce the exact output shown in this paper.) Only local
system file paths need to be changed in the input and output files
for the pipeline files to function properly. If a replacement input
statistics file is not used, the “Create Data” button in the
StatsGenerator filter needs to be clicked for each so that the
statistics are properly initialized. Further information about the
DREAM.3D data structure is available in Ref. [31]. DREAM.3D
can be run onMac,Windows, and Linux, from a basic laptop to a
supercomputer (http://dream3d.bluequartz.net/). As previously
mentioned, however, the DREAM.3D precompiled binary used
and provided here is only compatible with Windows 64-bit
systems.

Conclusions

An open-source filter for the open-source software DREAM.3D
has been developed to enable instantiation of grain-resolved,
open-cell, metal foam models. The new filter can be used to
overlay synthetic grain structure on existing foam morphologies
(e.g., from experimentally derived CT data), or to instantiate fully

Fig. 10 DREAM.3D instantiation of an open-cell foam with a 3:1:1 pore
aspect ratio and a relative density of 31.2%. The “3,” i.e., x-axis direction
is to the left and right of the page. The colors are mapped using inverse
pole figure coloring with reference direction [001]. Refer to the
DREAM.3D User Manual “Generate IPF Colors” page for more
information

6 Further, DREAM.3D does not distinguish between the sample direction and
the larger and smaller minor semi-axis in terms of calculating aspect ratios.
Instead, it simply rank orders them largest to smallest; therefore, the b:c aspect
ratio of 1.3:1 may be closer to 1:1, which would further increase the major
semi-axis aspect ratio component.

Fig. 9 Optical micrographs showing the variation in strut cross-section
shapes and sizes for different combinations of pore sizes and densities of
an open-cell aluminum foam (personal communication, unpublished)

Integr Mater Manuf Innov

http://dream3d.bluequartz.net/


synthetic open-cell foam morphologies and grain structure. The
new filter is included in a pre-compiled version of DREAM.3D
included with this paper. The main outcomes from this work are
summarized as follows:

& The use of Euclidean distance maps to instantiate synthet-
ic open-cell foam morphology allows users to control two
characteristics observed in real foams.

– Strut-thickness variability along the length of the strut,
which can range from relatively uniform thickness to
thicker towards the node and thinner towards the strut
midpoint.

– Strut cross-section shape, which can range from
near-circular to triangular with convex edges to tri-
angular with concave edges.

& A selection of the many options within DREAM.3D showed
how users can vary pore size, pore aspect ratio (and axis
orientation), and grain size.

& Due to the high surface-to-volume ratio of open-cell foams,
many of the instantiated grains intersect free surfaces,
resulting in a shift between the target and actual grain sizes.
Adjusting the target grain-size distribution or applying size
threshold merging are ways to account for this.

& Various use cases are presented to demonstrate the capa-
bility of the new establish foam morphology filter. The
pipeline and input files used to produce results from the
various use cases are provided with this paper.

& The new filter enables, for the first time, the incorporation
of grain structure in open-cell metal foam models, thus
facilitating an Integrated Computational Materials
Engineering (ICME) [35] approach to the design of
open-cell metal foams.
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